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Data Growth and 
Diversification of user community

2013-2016 increasing data storage on JASMIN, 
in Group Workspaces (GWS) and archive



JASMIN as a Data Commons

Data gravity associated with managed data so that 
users want to bring their projects to the the JASMIN 
environment 

Climate Models
Couple-Model Intercomparison Projects

Sentinel missions data rate:  ~6PB/year

CMIP6

Sentinel Earth 
Observation Data

CEDA CREPP system to ingest 
from MetOffice Hadley Centre



~150 Science projects 
on JASMIN to date

Atmospheric dispersion

Fault analysis

High Res Climate Model 
analysis

Antarctic Ozone hole: model vs. 
observations

Climate variables from 
European and US 
instruments/satellites

Sea Surface Temperature from 
satellite observations

Regional carbon balance on a global scale

Understanding oxidant 
chemistry over the Indian 
subcontinent

Deriving the impact of fire on vegetation 
from earth observation data



JASMIN usage: Cloud

EOS Cloud – Desktop-as-a-Service 
for Environmental Genomics

ESA Forestry Thematic Exploitation 
Platform

ESA Climate Change Initiative Open 
Data Portal

Majic interface to Jules Land-surface 
model on JASMIN

ESA Polar Thematic Exploitation 
Platform

Attendees at ESA Summer school, ESRIN used 
OPTIRAD Jupyter Notebook environment 

– Credit ESA



JASMIN and CEDA

JASMINESA Sentinel Relay Hub

CEDA
Data Discovery, 

Metadata 
Catalogue

CEDA Data Archive 

Data Download 
Services

All Sentinel Data is held: S-1, S-2, S-3, …

6PB -> 170m files organised into 5000 datasets

User 
Management

Help Desk

Janet - 40Gb/s connection

Long Term Archive Storage

CEDA-EO CEDA-AS IPCC-DDC

GEOSS
Portal

NERC 
Centres

data.gov.uk

Earth System 
Grid 

Federation

Dissemination to other communities

ESA Relay Hub

Data archive organised 
into virtual data centres 
by thematic areas:
- CEDA-EO – Earth 
Observation data
- CEDA-AS – Atmospheric 
Science data

wide range of data 
including satellite 
products, climate 
models, reanalyses, in 
situ observations

User community

CEDA archive and 
services hosted on 
JASMIN infrastructure

ESGF is an international 
federation hosting CMIP5 
and other Earth Science 
datasets

1700  JASMIN 
users, 1300 
with ssh logins

10.5 PB Group Workspace disk space allocated

Cloud Tenancies

LOTUS

Data Transfer Zone

k9.leeds

dtn02.rdf

Met Office

Catapult

Optical 
Private 

Networks

Short-Term Project Storage
scisciInteractive 

Analysis hosts

User Managed Group Workspaces

gws 1 gws 2 gws n…

JASMIN User 
Management

High-speed connections 
to partner organisations

Dedicated area outside site 
firewall for high-performance data 
transfer

Analysis – interactive and 
Lotus batch compute 

Cloud tenancies host 3rd

party applications 

ESA CCI Open Data Portal 
is cloud-hosted on 
JASMIN

Sentinel Relay Hub hosted on 
JASMIN

JASMIN infrastructure deployed and operated by Scientific Computing Department



Challenges and 
new developments to address them (1)

Infrastructure 
– size, complexity

Increasing 
user base

Increasing 
data 

volumes

Key technologies to address specific challenges

O
n-prem

ó
Public Cloud portability

Object 
Storage

Containers 
and Container 
orchestration

Data 
discovery 

and 
Cataloging





Sourcing information for 
Data discovery 

Application 
Consum

ers

Datasets

Data 
Producer

File-Based Metadata
ElasticSearch or SolrAutomated indexing of 

metadata content at file-
level granularity

ESGF Search API

OpenSearch API

Browse Metadata
CEDA MOLES Catalogue

Data 
Scientist
Data 

Scientist
OGC CSW

User Interface

Human-entered content at Dataset-level granularity

Controlled Vocabularies
SKOS/OWL, Jena Triple store

SPARQL / REST API

User Interface

Governance 
process for 

vocabularies



Catalogue search



Dataset and File-level 
metadata ingration



Challenges and 
new developments to address them (2)

Long-tail science use 
cases

• Need for effective exploitation of parallelism 
to deliver demonstrable benefit over user’s 
desktop/laptop

• Need for ease of use
• Intuitive user interfaces

Virtual 
Research 

Environments

• Software-as-a-Service model
• Desktop app-style user 

experience
• dynamic provisioning of 

clusters
• Parallel programming libraries



Storage

Application Layer

Data Analytics

Cloud Virtualisation - OpenStack

App Worker
. . .

Project 
admin

. . .

Cloud 
M

anage-
m

ent

App Worker
i/o to storage

Elasticity: scaling for  
- users 
- user’s workloadsApp Client

Container Orchestration – Docker + Kubernetes

Container 
M

anage-
m

ent
Application M

anagem
ent

JASMIN 
Admin

User Interface

Boundaries and responsibilities for adm
inistration

User Interface . . .

User access: 
notebook, shell, …

Parallelism:



Development challenge: size and 
complexity of code and systems footprint

• CEDA Development team
– 15 people includes data scientists, ops and managers – approx. 7 f/t s/w 

development
• Languages

– Python predominates, all new projects Python 3
– One Cython project
– JS - React
– Some Java

• Development environments: PyCharm, PyDev (Eclipse), CLI + editors

• All projects Open Source by default
– https://github.com/cedadev/
– Private git for deployment-sensitive content (e.g. Ansible playbooks)

• Training in the user community:
– Introduction to Scientific Computing Course

• Build, test, integrate, operate
– Vagrant + Ansible
– Cloud dev tenancy
– Standardised on RedHat 6/7
– Planned: Docker + Kubernetes (OpenShift)
– Production checkout process and documentation
– Integrating code tests into Icinga/Nagios operational monitoring

Development

Test

Production



Summary

• JASMIN: data gravity, a data commons for environmental sciences

• Challenges with respect to running at scale:
– Data volumes
– Numbers of users
– Generation and indexing of content for effective discovery and 

understanding of data for users
– Effective use of parallelism for long-tail of science users
– Increasing footprint of code and systems to manage for development and 

operations

• New infrastructure services to address challenges:
– Evolution of data discovery and cataloguing systems, AI exploitation?
– Virtual Research Environments
– Object store migration
– Development and operations: Increasing Automation – virtualisation, 

containers and container orchestration
Great CEDA 

Data Discovery 
Hackathon 

(coming soon)



Further Information

• CEDA and JASMIN:
– http://www.jasmin.ac.uk/
– http://www.ceda.ac.uk/

• Github: 
– https://github.com/cedadev/

• JASMIN paper
Lawrence, B.N. , V.L. Bennett, J. Churchill, M. 
Juckes, P. Kershaw, S. Pascoe, S. Pepler, M. 
Pritchard, and A. Stephens. Storing and 
manipulating environmental big data with 
JASMIN. Proceedings of IEEE Big Data 2013, 
p68-75, doi:10.1109/BigData.2013.6691556

• philip.kershaw@stfc.ac.uk, 
@PhilipJKershaw

CEDA team


